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   Chapter 3
   View-Dependent Scalability Applied to Texture Coding
   ==============================================================
   3.1Introduction
   ---------------
   This chapter investigates the application of view-dependent
   scalability to the texture information in dynamic 3D scenes. As the
   original 3D texture data typically involves fine resolutions and large
   image sizes, transmitting the entire information at once would imply
   excessive delays. When a back-channel is available, it is preferable
   to take into account the initial viewing conditions, as chosen by the
   end-user, in order to transmit only the necessary information for
   appropriate rendering. Then, as the user requests new viewing
   conditions while virtually exploring the 3D scene, it is possible to
   dynamically update the 3D data, by transmitting additional information
   as needed. The latter process, called streaming, is of particular
   importance in the case of texture information. It ensures a smooth
   distribution of the amount of information to transmit in time and
   saves important initial transmission delays from the 3D database
   server to the user terminal.
   View-dependent scalability requires first identifying the viewing
   conditions to be considered, in the form of view-dependent criteria.
   These criteria represent the actual rendering conditions to be
   modeled. They are characterized by specific rendering distortions due
   to geometry (orientation, distance, field-of-view), illumination,
   shadows, fog effect, motion blur, etc. In this thesis, the following
   view-dependent criteria are considered:
     * 
       distance criterion
     * 
       tilting criterion
     * 
       rotation criterion
     * 
       orientation criterion
     * 
       rendering criterion
     * 
       cropping criterion
   In order to appropriately model transformation from the original
   texture to the rendered texture, Sec. 3.2 studies each view-dependent
   criterion separately. A view-dependent parameter is defined for each
   criterion, which is used to express the mathematical relationship
   between the original and the rendered texture corresponding to this
   particular criterion. In Sec. 3.3, the filtering operation
   corresponding to the texture selection procedure is described. It is
   shown in particular that zonal filtering satisfies the requirements.
   Different zonal filters are designed for the previously identified
   view dependent parameters. In Section 3.4, these filters are applied
   to original texture images and the resulting rendering quality is
   discussed. Some filters corresponding to particular viewing conditions
   are also experimentally measured and it is shown that they match the
   zonal filters theoretically defined for those conditions.
   Section 3.5 generalizes the former principles to texture mapping onto
   a grid mesh, and Sec. 3.6 describes a general coding scheme for
   view-dependent texture transmission. Corresponding practical
   compression solutions will be discussed in more details in Chapter 4.
   Finally, conclusions are drawn in Sec. 3.7.
   3.2View dependent parameters
   ----------------------------
   3.2.1The 1D case
   Let us first consider the simple case of a one-dimensional texture
   image of size L. The image that is rendered on the screen is the
   projection of the texture on the so-called projection plane. As shown
   in Error: Reference source not found, the perspective projection of a
   segment of length L is a segment of length L’ which can be written as:
    , 
   where u is the distance from the viewpoint to the mapping plane center
   and v is the distance from the viewpoint to the projection plane.  is
   the tilt angle of the mapping plane as defined in Figure 3 .1.
   
   Figure 3.1: Rendered and texture image in the 1D case.
    
   where  is a parameter that satisfies:
    
   Notice that the case  corresponds to magnification of the
   texture image. Although unusual, this is a situation which can happen
   if the viewpoint comes sufficiently close to the texture image.
   View-dependent scalability cannot provide any compression improvement
   for this particular situation and Eq.  will be assumed valid
   throughout the rest of this thesis.
   For the sake of simplicity, we will consider in the following a
   continuous, one-dimensional texture f(x) defined along the mapping
   plane with x[0, L[. The perspective projection of this
   one-dimensional pattern  is then a simple change of scale of
   this pattern:
    
   The projected version is of reduced size compared to the original
   texture.
   Using an ideal band-pass filter, the quantity of information required
   to transmit a discrete version of  could then be reduced by the
   same ratio :
    
   This function is displayed as a surface in Figure 3 .2 for a distance
   to the projection plane v equal to the unit value. The ratio decreases
   towards zero as the distance or the tilt angle increase. It can also
   be seen that this reduction is faster with the distance than with the
   angle.
   
   Figure 3.2: Ratio between the projected and the original texture
   sizes  as a function of the tilt angle and distance. The ratio
   decreases toward zero faster with the distance than with the angle.
   In practice, a real mapping surface is made of a lot of elementary
   mapping planes. These mapping planes are located at a distance u that
   is ranging from v (the projection plane distance) to D (the maximum
   viewing distance) and that are tilted with an angle  that varies
   between 0 to  (this model does not account for angle greater
   than  corresponding to back-facing surfaces) The ratio for such
   a surface can be obtained, in the one-dimensional case, by computing
   the mean value  when  and u vary uniformly in their range of
   possible values. For a given distance to the projection plane v, this
   value is a function that depends only on the maximum viewing distance
   D:
    
   One can notice that:
    , 
   which means that in the case when the landscape and the texture are of
   infinite size, the mean ratio  decreases towards zero. In
   practice, this corresponds to the fact that the larger the mesh, the
   higher the compression ratio that can be expected by transmitting only
   the fraction of the texture information which is actually seen. In
   practice, it also shows that view-dependent scalability is
   particularly suitable for the transmission of complex and realistic
   scenes.
   3.2.2The 2D case
   Equation  can be generalized to the 2D case by extending the texture
   in parallel to the projection plane. If f(x,y) is a texture defined
   for the real variables x and y, the projected texture  is:
    
   Let F(u ,v) be the Fourier transform of f, and  the function
   which associates F to f, we have then:
    
   Equation  states (as noticed in Error: Reference source not found)
   that the spectrum of the projected version is multiplied by a factor
    in the x dimension and  in the y dimension. More
   generally, in the case of orthogonal projection, the projection of a
   two-dimensional texture f(x, y) is given by Error: Reference source
   not found:
    
   The corresponding Fourier transform can be written as
    
   In the following, Eq.  will be used in the case of perspective
   projection, using the condition given in Eq.  to define the distance,
   tilting, rotation, orientation and rendering criteria. Indeed, it will
   be shown that each view-dependent criterion can be quantified using
   one or several of the four parameters a, b, c, d. In the next
   sections, the abbreviation "VD" will be used instead of
   "View-Dependent".
   3.2.3The 3D case
   The position and orientation of a solid is usually defined by six
   parameters, three for the position and three other for the orientation
   respectively. For the definition of view-dependent parameters, it will
   be first assumed that the mapping plane is located at the origin of
   the reference frame. Moreover, only two of the orientation parameters
   will be used since the third one is irrelevant to view-dependent
   scalability. Indeed, let us consider the simple case of a mapping
   plane defined in the  plane with a viewpoint located on the z
   axis, as illustrated by Figure 3 .3. The figure shows that the texture
   image rendered on the projection plane depends on the rotation along
   the x and y axis. However, this rendered image does not depend on the
   rotation along the z axis (this does not take into account the square
   shape of the viewing window). Hence, this angle will not be considered
   for the definition of view-dependent criteria.
   
   Figure 3.3: Only two orientation parameters are used for
   view-dependent scalability: the rotation along the x and the y-axis.
   No scaling criteria can be defined that depends on the rotation along
   the z-axis.
   3.2.4Distance criterion
   Let us consider the case of a texture f(x,y) that is mapped on a plane
   perpendicular to the viewing direction as shown in Figure 3 .4. Let us
   also assume that a perspective projection is used, with a projection
   plane at a unit distance v from the viewpoint (the effect of the
   distance v will be accounted in §3.2.8 with the rendering criterion).
   As was shown in the one-dimensional case, the projected version of the
   texture has a reduced size compared to the original. The reduction
   ratio is given by the distance view-dependent parameter and is noted
   by  .
   
   Figure 3.4: Illustration of depth effect with Rd=1/2.
   This projection is a particular case of Eq.  with b=c=0 and 
   defined by:
    
    is the vector joining the viewpoint position to the center of
   the mapping plane as illustrated in Figure 3 .5 (The projection plane
   is not represented).
   
   Figure 3.5: Definition of vector  in the 2D case.
   The projected texture can be written as
    
   Let F(u ,v) be the Fourier transform of f, and  the function
   which associates F to f, then we have:
    
   Equation  states that the frequencies of the projected version are
   magnified by a factor  in both dimensions. As a consequence and
   in the discrete case, a low-pass version of f will have a projection
   similar to f’. illustrates an example where the distance has been
   chosen such that only a quarter of the original information would be
   used in the discrete case ( ). From hereafter, the influence of
   tilting, rotation, orientation are studied separately, without
   accounting for the additional effect of the distance. Therefore,
   orthogonal projection will be used in each of these cases, and the
   distance v to the projection plane will not be taken in consideration.
   3.2.5Tilting criterion
   Let us now consider the case of a plane tilted around the y-axis and
   with a projection plane that is parallel to the (x,y) plane, as shown
   in Figure 3 .6, with an orthogonal projection.
   
   Figure 3.6: Illustration of the tilting effect with  .
   The projection  of the texture  is an image that has
   been stretched along the x-dimension by a factor  :
    
   This is another particular case of  with b=c=0, d=0 and 
   being the VD parameter corresponding to the tilting criterion, with
    
   where  is defined as the normal vector to the mapping plane and
    is the angle between vectors  and  (Figure 3 .7).
   
   Figure 3.7: Definition of  angle.
   The relation between the spectrum of the original and projected
   textures can be obtained by taking the Fourier transform of Eq. .
    
   The effect in the Fourier domain is then different in each dimension:
   along the v axis, the projected texture keeps exactly the same
   spectrum while it is changed along the u axis.
   3.2.6Rotation criterion
   Let us consider the case of a mapping plane perpendicular to the
   viewing direction ( ) as shown in Figure 3 .8 (the mapping
   plane is the (x,y) plane)
   
   Figure 3.8: Definition of  angle.
   For a rotation of an angle  along the z direction, the
   projected version is another particular case of Eq.  with a, b, c, d
   such that the projected texture corresponds to the rotated version of
   the original texture:
    
    is called the rotation VD parameter. The Fourier Transform of
   Eq.  is given by Error: Reference source not found:
    
   The spectrum is thus rotated in the Fourier space by the same angle.
   This property will be used and combined with the distance, rendering
   and tilting criteria in the section devoted to the design of zonal
   filters.
   3.2.7Orientation criteria
   It has been shown in §3.2.5 and §3.2.6 that the position of the
   mapping plane could be defined using two angles  and  that specify
   its tilting and rotation. This position can also be specified using
   two other angles called  and . These two angles are defined as the
   angles between the projections of the vectors  and  on
   the vertical planes Pa and Pb defined along the edges of the mapping
   plane as shown on Figure 3 .9. Two view-dependent parameters, 
   , are then associated with these two angles  and . By analogy with
   the tilting criterion, these parameters are defined as the cosine of
   the angles:
    
   One can easily check that when =0,  gives the tilting of the
   mapping plane and is equivalent to the tilting VD parameter  .
   We will see in the next chapter that, depending on the implementation,
   it may be preferable to define the position using either ( ) or
   ( ).
   
   Figure 3.9: Definition of  and  angles.
   3.2.8Rendering criterion
   The previous criteria only take into account geometrical features
   defined in the three-dimensional virtual space: the mapping plane, the
   projection plane and the viewpoint positions. The last step of the
   rendering process requires the definition of a rendering window that
   will specify the actual size of the image obtained on the screen. For
   instance, the definition of a large rendering window magnifies the
   texture and hence, requires the texture resolution to be increased by
   the same ratio. Another modification of the rendered image comes from
   the distance between the viewpoint and the projection plane. This
   distance is a constant value that can be chosen based on the viewing
   angle of the observer. This viewing angle actually defines the field
   of view that an observer is able to perceive and should be chosen in
   order to have a realistic rendered scene. Let us consider the case of
   a square plane of unit size that exactly fits the field of view, as
   shown by Figure 3 .10 :
   
   Figure 3.10: Relation between the field of view  and the distance
   to the projection plane v.
   The distance to the projection plane v is then related to the field of
   view  by
    
   Let us consider the case of a square texture image of  pixels
   mapped on a square plane of unit size, normal to the viewing direction
   and located at a distance u such that  . At this particular
   distance, the size of the projected texture is identical to the size
   of the texture itself since the mapping plane is identical to the
   projection plane. For a distance to the projection plane u such that
    , the Thales theorem can be used to find the relation between
   the L and  , as shown in Figure 3 .11.
   
   Figure 3.11: Relations between the texture size, its projection and
   the distances u and v.
   The projected size  is then given by
    
   Moreover, as was explained before, the size  of the image
   displayed on the screen actually depends on the window size that will
   be used. For the sake of simplicity, let us consider the case of a
   square window. If the mapping plane is located at the projection plane
   position, the texture size will be changed by the ratio  to
   account for the difference between the size L of the texture and the
   size w of the window.
   If the mapping plane is located outside of the projection plane, the
   size of the projected texture  and original texture L will be
   different and we will have, using Eq.  :
    
   By noticing that the distance VD parameter is  , a rendering VD
   parameter noted  is defined in such a way that Eq.  can be
   written with the simple equation
    
   Using , it is then possible to define a view-dependent parameter
    that takes then into account the ratio between the rendering
   window and the texture size as well as the field of view:
    
   If for any reason,  becomes larger than the unit value, it
   means that the rendering operation magnifies the texture image in such
   a way that several pixels are rendered for each original texture
   pixel.
   3.2.9Cropping criterion
   If the mapping plane is out of the field of view, the corresponding
   texture should obviously not be transmitted. Let  denote the
   position of a point i in the three-dimensional space. Let denote by
    the four points that define the location of the mapping plane.
   If this plane is inside the field of view, the texture must be
   transmitted. Otherwise, the texture is not transmitted at all as shown
   in Figure 3 .12. A cropping parameter  is then defined as
   follows:
    
    
   Figure 3.12: Definition of the "out of field of view" cell. The
   figure on the left represents the viewable volume that is defined by
   the field of view. The figure on the right illustrates the cropping
   rule. In this example the cell (1) is considered as being visible and
   the corresponding texture information will be processed according to
   other VD parameters. In contrast, as the cell (2) is invisible, no
   texture information will be transmitted in this case.
   It should be mentioned that a continuous version of the cropping
   parameter can also be defined by taking into account how far a given
   cell is to the borders of the viewing volume. In this case, the
   cropping parameter is equal to one in the field of view but decreases
   towards zero outside of the field of view, as illustrated by the
   Figure 3 .13. This avoids displaying blank textures in the case of
   transmission delays (the slope of the curve can be correlated to the
   typical delay of the transmission line). Indeed if there is a
   transmission delay while the viewpoint is moving, it will be possible
   to obtain at least a rough texture image for the landscape that comes
   into the viewable volume (while this part of the texture would have
   been blank otherwise).
   
   Figure 3.13: It is also possible to define a continuous version of
   the cropping parameter. When the cell is out of the field of view, the
   parameter progressively tends towards zero.
   3.2.10Other criteria
   Many other criteria can also be defined. For instance, if the
   viewpoint is moving, the scene areas that are close to the viewpoint
   are generally moving faster than those which are far away. Moreover,
   the Human Visual System is less sensitive to the high frequency
   content of a moving image. A "speed criterion" could then be defined
   that would further improve the performance of our VDS implementation,
   based on the actual moving speed of the rendered regions displayed.
   This would be particularly efficient as with the current
   implementation, the distance criterion selects the highest quality for
   these closer regions which are the less visible when the viewpoint is
   moving. Other criteria are more related to the rendering process. For
   instance, the presence of fog, shading or shadows can be taken into
   account to further reduce the amount of data to be transmitted.
   The common points between all the criteria that will be studied is
   their ability to be used in the transform domain using filtering
   operators, as described in the next section.
   3.3Filtering
   ------------
   3.3.1Introduction
   It has been stated in Section 3.1 that view-dependent criteria could
   potentially be used in order to reduce the amount of information
   needed to encode a texture map. This paragraph addresses the selection
   of relevant information from the original texture map. The selection
   procedure should take into account the previously defined
   view-dependent criteria as well as the options used for rendering. The
   simplest procedure that one can expect in order to reduce the
   information to be encoded is a filtering operation  that is
   associated to the current set of VD parameters  :
    
   Let us call  the discrete version of the original texture image
    . Let P be the projection operation that creates a rendered
   image from this texture image. This filtering operation  should
   have the following property:
    
   Eq.  states that the projection of the texture map  filtered
   by  is the same image as the projection of the original texture
   map.
   Let us denote by  a matrix such that its convolution with the
   texture image is equivalent to the filtering operation 
    
   By taking the Fourier transform  of this equation, we obtain
    
   This equation and Eq.  imply that the transmission of the
   information  instead of  is sufficient. The property can
   be defined very simply with the equivalent equation
    
   In the following, we describe the properties of the filter k.
   3.3.2The update requirement
   As explained in Sec. 3.1, once the appropriate information has been
   selected by filtering, it should be possible to update this
   information as the viewing conditions change. This leads to the
   definition of a filter  for each iteration t that corresponds
   to the current set of view-dependent parameters  :
    
   In practice, as was explained in §3.3.1, the interest of the technique
   is that only  is needed. Moreover, once some texture data has
   been sent, this information can be kept in memory at the decoder side
   and, hence, does not need to be transmitted again. This reduces
   accordingly the size of following transmissions and is called the
   update requirement.
   It is therefore required that the encoding of the texture information
   filtered using  leads to the following properties:
     * 
       No previously sent information is re-sent again
     * 
       At each time t, all the received information is sufficient to
       comply with Eq. .
   One solution that meets both these two requirements consists in
   designing  in such a way that each coefficient is sent only
   once. This corresponds to a binary filter known as zonal filter Error:
   Reference source not found Error: Reference source not found. We
   elaborate on the design of this filter  in the next paragraph.
   3.3.3Zonal filter design
   In the following, we define the filters that are able to select the
   information corresponding to each of the view-dependent criteria. Each
   one is a zonal filter that sets to zero a set of Fourier coefficients
   depending on the VD parameter values. Let denote  the Fourier
   transform of  , with  the frequency coordinates ranging
   in  . Basically, each filter  is defined by a set of
    values called Z such that:
    
   The Z set should verify some particular properties. Indeed it is
   required that the texture filtered by K should stay real (i.e. no
   imaginary part). It can be shown that the inverse Fourier transform of
   a Hermite function is real. Since the texture image is real, if K is a
   Hermite function, we will then have
    
   For K to be a Hermite function it should verify the property
    
   This means that the view-dependent filters K will always be
   symmetrical in respect to the origin of the frequency plane. This also
   means that the Z set is symmetrical in respect to the origin.
     * 
       Tilting parameter
   As was shown in §3.2.5, the zonal filter for the tilting parameter
    is expected to be anisotropic. It should low-pass the image in
   one direction and leave the texture image unchanged for all the
   frequencies in the orthogonal direction. When  , it is defined
   by the following equation:
    
   The corresponding shape is described in Figure 3 .14.
   
   Figure 3.14: Selection filter for the tilting parameter.
     * 
       Distance and rendering parameters
   A low-pass zonal filter is used for the distance and rendering
   criteria. Its definition is exactly the same for both the distance and
   the rendering parameters, and  . This low-pass filter
   has a cut-off frequency equal to the view-dependent parameter itself
   as illustrated by the Figure 3 .15. For the distance parameter, we
   obtain:
    
   And for the rendering VD parameter:
    
   
   Figure 3.15: Selection filter for the distance parameter (identical
   for rendering parameter).
     * 
       Rotation and tilting parameters
   The rotation and tilting criteria can be combined by rotating the
   tilting filter with an angle  , according to Eq. 
    
   The parameters t1 and t2 are two independent values used to define the
   white parallelogram depicted on Figure 3 .16.
   
   Figure 3.16: Selection filter for the composition of rotation and
   tilting criteria.
   A similar filter can be designed for the orientation VD parameters
    and  (see §3.2.7). We will see in the next chapter that
   approximations of the filter defined for ( , ) can be
   made very simply using these orientation parameters.
   3.4Results
   ----------
   3.4.1Introduction
   In order to simplify the notations, we will now use in the following
    instead of  and k instead of  .
   In the previous section, we have defined a set of zonal filters
   corresponding to each VD parameter. In order to evaluate
   experimentally the performance of these filters, two approaches have
   been followed:
     * 
       Comparison with a filter that has been identified experimentally:
   Starting with an image rendered with some given VD parameters, we
   describe a technique that enables to display the experimental spectrum
   of the filter k. This spectrum will be compared with the zonal filter
    defined in the same viewing conditions. Given the assumptions
   that will be made in order to simplify the model, we should obtain a
   filter with a shape similar to what was presented in the previous
   section.
     * 
       Comparison between images rendered with original and filtered
       textures:
   This is the experimental evaluation of the equation  . An image
    is first obtained by rendering an image using the original
   texture. Another image is obtained using the zonal filtered texture
    in order to produce the rendered image  . If the filter
   k was ideal and the projection operation could indeed be considered as
   a simple linear filtering, the two images should look identical.
   However, the filter k is zonal and therefore may generate some ringing
   effect. Moreover, in practice the texture mapping implemented on
   computers may use some interpolation functions which are not
   equivalent to a simple linear filtering. This is the case for instance
   of the so-called nearest interpolation where the sampling used for
   display is done using the pixel color of the nearest point. A visual
   comparison can then be done to detect the differences between these
   two images (objective error measurements will be performed in the next
   chapter).
   3.4.2Filter identification
   This paragraph presents an experimental technique for the
   identification of a filter h such that:
    
   The following procedure enables to display the spectrum of a filter
   that exhibits the property . As shown before, if h exists and if we
   know h, then it is sufficient to code  instead of  to
   obtain the same rendered result  .
   Let us also assume that there exists another filter k and another
   operation L such that:
    
   with L such that:
    
   In practice, L is an approximation of a back-projector P-1 that
   generates an image with the same size as the original image by
   stretching and rotating the rendered one. The first property (Eq. )
   simply means that this “approximation” is equivalent to have the
   texture filtered by k. The second one (Eq. ) means that once you
   have back-projected, any further projection will produce the same
   result as the first projection.
   The combination of Eq.  and  imply that
    
   and using , we have:
    
   which means that the projection of a texture filtered by h (“coding
   filter”) is identical to the projection of texture filtered by k
   (“approximation filter”).
   One solution for h is then:
    
   Finding one solution for h is then equivalent to finding k.
   Finding k can easily be done, by applying the Fourier transform
    to :
    
   From the convolution-multiplication property of the Fourier transform,
   it can be derived:
    
   which in turn finally means that:
    
   It is then possible to display the shape of the filter by computing:
    
   In order to find k experimentally, it is therefore necessary to:
     * 
       Define the projection function P for some given orientation and
       interpolation functions.
     * 
       Define a procedure L that restores the size and orientation of the
       original texture using the projected result with the minimum image
       alteration. This procedure cannot however restore the original
       since the projection operation destroys some information that
       cannot be recovered again.
     * 
       Compute the modulus of the Fourier transform of each image.
   The next section defines P, L and presents the obtained result 
   .
   3.4.3Experiment
   
   Figure 3.17: Orientation of the mapping plane for the experiment.
   The projection P is defined with the tilting and rotation angles: =60°=45°.
   Orthogonal projection is used, so the distance VD parameter is not
   taken into consideration.
   The L operation is made of the following steps:
     * 
       Vertically stretching (by a factor 2) of the projected texture
       (i.e.  ),
     * 
       Rotation by -45° of the resulting image,
     * 
       Bilinear interpolation of resulting non integral positions.
   The projected image obtained after P is shown in Figure 3 .18, the
   resulting image with  applied to the original texture 
   is shown on Figure 3 .19 and the modulus of the filter k is displayed
   on Figure 3 .20. The frequency shape of the filter is schematically
   identified with dashed lines. This shape is similar to the zonal
   filter defined for the rotation and tilting VD parameters in Figure 3
   .16. The differences may come from the fact that the condition
   described by Eq.  may be partly invalid for the L transformation.
   Also, some computation errors may occur when the denominator of Eq. 
   is close to zero.
   
   
   
   Figure 3.18: Image corresponding to  .
   Figure 3.19: Image corresponding to  .
   Figure 3.20: Spectrum of the filter k.
   A similar experiment has been performed in another case where 
   . The tilting angle  has been chosen so that  . In these
   viewing conditions, the spectrum of the corresponding filter k should
   have a rectangular shape and be centered on one of the frequency axe.
   The image obtained after the  operation, shown in Figure 3 .22,
   is indeed blurred in one single direction and the spectrum of k shown
   in Figure 3 .23 has the expected shape. Additionally, it can be
   noticed that the width of the filter in the vertical direction is
   bounded in the range [-1/4, 1/4]. This corresponds to the zonal filter
   that has been chosen for the tilting parameter (See Figure 3 .14).
   
   
   
   Figure 3.21: Image corresponding to  .
   Figure 3.22: Image corresponding to  .
   Figure 3.23: Spectrum of the filter k.
   3.4.4Filter test
   The goal of this study was to test the efficiency of the analytical
   filter k. As was shown by the equations  and , a successful test
   should lead to
    
   The following steps have been followed:
     * 
       Computation of the Fourier transform of the texture,
     * 
       Zonal filtering,
     * 
       Computation of the inverse Fourier transform,
     * 
       Rendering using this filtered texture with =45 and various 
       values,
     * 
       Visual comparison with the result obtained using the original
       texture.
   3.4.5Results obtained with =60
   With this angle, according to , the filter is defined by:
    
   Approximately half of the texture information is visible, and the same
   ratio of Fourier coefficients are set to zero by the filter. (This
   means in practice that the data size to be encoded is already reduced
   by a factor of two). The image rendered with the original texture is
   shown in Figure 3 .25. The Figure 3 .24 shows the zonal filter defined
   by Eq. . The filtering result can be observed on Figure 3 .26 for
   the texture itself (i.e.  ) and on the Figure 3 .27 for the
   rendered image (i.e.  ). The visual inspection shows very few
   differences between the two rendered images, which confirms that the
   chosen zonal filter is appropriate.
   
   Figure 3.24: Filter k used (DC at center).
   
   Figure 3.25: Original texture mapped  .
   
   Figure 3.26: Filtered texture  .
   
   Figure 3.27: Filtered texture mapped  .
   3.4.6Results obtained with =85
   The same procedure was applied for a very tangential view of the
   mapping plane, which corresponds to an angle  that is close to 90
   degrees. The corresponding zonal filter is shown in Figure 3 .28 and
   applied to the texture image (Figure 3 .30). A blurring effect can be
   observed by comparing the image rendered using the original texture
   (Figure 3 .29) with the image rendered using the filtered texture
   (Figure 3 .31). This can be partly explained by the typical sharpness
   of zonal filters. However, when the rendering is done with the nearest
   neighbor or even the bilinear interpolation, the image displayed using
   the original texture is extremely noisy. One demonstration of this
   noise is the important flickering effect that appears when
   progressively changing  from 90 to 70 degrees. This flickering effect
   is totally absent in the filtered texture. This is an unexpected and
   useful effect of view-dependent scalability that is particularly
   noticeable.
   
   Figure 3.28: Filter k used (DC at center).
   
   Figure 3.29: Original texture mapped  .
   
   Figure 3.30: Filtered texture  .
   
   Figure 3.31: Filtered texture mapped  .
   3.5Generalization to a color texture mapped on a grid mesh
   ----------------------------------------------------------
   3.5.1Texture and projection plane
   The technique described so far is based on the assumption that the
   texture is mapped on a single mapping plane. In practice, the texture
   is mapped on a grid mesh that is made of hundreds of non-coplanar
   elementary cells. Figure 3 .32 gives an example of a grid mesh. The
   shape of these cells is either a triangle or a quadrangle (quad). Each
   cell is defined by the position of its four corner vertices. For a
   grid mesh, the projection of the vertices position in the (x,y) plane
   defines a regular grid as shown on the left side of the Figure 3 .32.
   For this reason, each vertex  can be identified using the two
   integer indices (q,r) that define its position in the (x,y) plane. Let
   us consider a mesh such that the cells have a square shape and a size
   equal to S. Let us denote by  the elevation of the vertex
    along the z axis. The vertex position is then defined by the
   vector
    
   Each quad cell can also be identified by the two indices (q,r). Figure
   3 .32 gives an example of a mesh and of the notation used. The part of
   the texture image  which is mapped on each cell (q,r), is
   denoted by . Assuming that its size is  , it is defined
   by
    
   If the mesh is made of quad cells, the generalization of the filtering
   technique is straightforward and Eq.  can be now written using a
   texture image  and a filter  that correspond to each
   cell (q,r)
    
   Eq.  states that each texture map  filtered by  gives
   the same rendered result as the original texture map. If this equation
   is verified for all (q,r), then the rendered image of the whole mesh
   is unchanged.
   
   Figure 3.32: Example of a grid mesh. The projection in the (x,y)
   plane of the mesh is a rectangular grid as shown on the left side of
   the picture. The cell and vertices are indexed using their position (q,r)
   in this grid.
   In the case of a triangular mesh, a quad plane is created for each
   triangular cell by extending the plane defined by each triangle
    . A new vertex (denoted by  and  on the Figure 3
   .33) is then added to define each new quad. The view-dependent
   parameters are then computed for the two quads  as shown by
   Figure 3 .33. One filter is then determined for each quad. A choice
   between these two filters can be done regarding either the bitrate or
   the quality: indeed these filters will be different since the VD
   parameters are different for each quad, and one may want to keep the
   one with the largest bandwidth to guarantee the best quality or
   minimize the bitrate overhead. Once this choice has been made, the
   technique described for the quad cells can be used. Solutions are
   detailed in the implementation chapter.
   
   Figure 3.33: Definition of the two planes corresponding to two
   triangle cells.
   3.5.2Masking
   The zonal filtering described in §3.3.3 is actually a selection
   procedure that is equivalent to the masking of some coefficients
   depending on the viewing conditions. This mask is a matrix of flags
   that are generated by both the encoder and the decoder in order to
   select the coefficients to be processed. It is basically similar to
   the filter  itself but is defined for integer indices. Two
   types of masks are defined:
     * 
       The VD mask corresponding to the filter  whose Fourier
       transform is  with  ranging in  . This is a
       matrix denoted by  and defined by
    
     * 
       The mask that specifies which information has to be sent or has to
       be received, according to the update requirement that was defined
       in §3.3.2. It is called the inter mask and denoted by  at
       the iteration t:
    
   The design and the use of these two masks are illustrated by Figure 3
   .34. In practice, a buffer mask has to be used in order to keep track
   of the coefficients that have already been transmitted or received.
   The Figure 3 .34 shows that if a given coefficient has not already
   been transmitted or received (buffer mask is not set) and is needed
   according to VD criteria (VD mask is set), then the corresponding
   value of the inter mask is set. The coefficient is then either sent or
   received, according to the schemes described in Section 3.6.
   
   Figure 3.34: Inter mask computation scheme.
   In the case of a grid mesh, a filter  is computed for each
   cell. Since the masking process is independent for each cell, a global
   mask image can thus be designed. The global mask image corresponding
   to  , is denoted by  (and respectively  for
    ). They are defined with
    
    
   3.5.3Masking of color textures
   The masking of the coefficients for the chrominance components is
   similar to the masking applied on the luminance. Some differences
   exist when the chrominance resolution differs from the luminance
   resolution. The 4:4:4 and 4:2:0 color representation are considered.
     * 
       In the case of the 4:4:4 color representation, the masking process
       is strictly identical for the luminance and for the chrominance.
       Each component is processed and encoded separately using the codec
       scheme that will be detailed in Section 3.6.
     * 
       When the 4:2:0 format is used, the horizontal and vertical size of
       the chrominance are half the size of the luminance width and
       height. In this case, two new masks called Dc and Mc are created
       using the inter and VD masks of the luminance. For each
       chrominance coefficient, four flags are available in the VD mask M
       used for the luminance. The rule that is used is that a
       chrominance coefficient is considered as being necessary if at
       least one of the four corresponding luminance coefficients is
       necessary. This guarantees that the required color information
       will always be transmitted. The Mc mask is then defined by
    
   The inter chrominance mask Dc is defined by an equation similar to Eq.
   :
    
   The U and V chrominances are processed using the same inter mask Dc.
   The global mask images  and  can be computed for the
   chrominances, by applying Eq. .
   3.6Encoding/Decoding Scheme
   ---------------------------
   3.6.1Introduction
   A view-dependent coding scheme is characterized by two important
   features:
     * 
       Portability:
       Most of the conventional transform based compression schemes can
       be easily modified in order to be view-dependent scalable. In some
       cases it is even possible to keep exactly the syntax and semantic
       definitions of the original scheme. This property is, of course of
       highest importance in the framework of standardization activities
       such as MEPG-4.
     * 
       Symmetry:
       The filters have to be computed at both sides of the communication
       link. This is possible by means of the back-channel which informs
       the encoder of the current viewing conditions. The main steps of a
       VD transmission are depicted in Figure 3 .35, where the parts
       corresponding to the original encoding/decoding scheme are shaded.
       The FFT and IFFT boxes stand for any frequency transform that
       enables to perform a zonal filtering as described in §3.3.3.
   
   Figure 3.35: View-dependent coding and decoding. The picture
   illustrates the symmetry and portability features of the
   view-dependent scalability.
   Two versions of the algorithm are also possible, depending on the way
   coefficients which are dropped are encoded and decoded. These
   coefficients can either be encoded as zero or not encoded at all. In
   the first case, the coefficients are set to zero according to the
   inter mask. In the second case, the inter mask is directly taken into
   account inside the encoding procedure. These two approaches are
   respectively called compliant and non-compliant, they will be detailed
   in Chapter 4.
   The following paragraphs §3.6.2 and §3.6.3 describe the general
   encoding and decoding procedures. Some parts of these procedures will
   be detailed in the chapter devoted to implementation.
   3.6.2Encoding Scheme
   The encoding procedure consists of the six steps described below. The
   corresponding scheme is illustrated in Figure 3 .36.
     1. 
       Frequency transform
   The texture image is frequency-transformed once at the beginning of
   the session, and the resulting coefficients are stored in order to
   simply have to stream them as soon as they become necessary.
     2. 
       VD parameters computation
   The VD parameters ( ) are computed using the geometrical
   parameters: mesh, viewpoint, aimpoint, rendering window size. These
   parameters are computed for each cell of the grid mesh.
     3. 
       VD mask computation
   The VD mask image is computed according to the filters described in
   §3.3.3.
     4. 
       Inter mask computation
   Knowing which coefficients have already been sent (mask buffered
   image) and which coefficients are necessary for the current viewing
   conditions (VD mask image), the inter mask is computed according to
   the procedure described in §3.5.2.
     5. 
       Coefficients reset according to mask
   If the compliant scheme is used, the useless coefficients that are not
   necessary are set to zero according to the inter mask.
     6. 
       Coefficients encoding
   The coefficients are encoded using a data-dependent data reduction
   scheme. In the case of the non-compliant scheme, only the coefficients
   selected by the inter mask are encoded (This is indicated with dashed
   lines in Figure 3 .36).
   It should be noted that these operations differ slightly between what
   is required for the texture transmission of the first frame or for the
   texture transmission of the following frames:
     * 
       First frame:
       The Inter mask is identical to the VD mask, the Step 4 can then be
       avoided.
     * 
       Following frames:
       The frequency transform (Step 1) is not done, and the data
       streaming is obtained by looping between the Steps 2 to 6.
   
   Figure 3.36: General encoding scheme using view-dependent texture
   scalability: The decoder is symbolized at the top of the scheme. The
   square boxes represent the processing stages, the rounded boxes
   indicate values that are stored in the local memory. Depending on the
   way the masking is done, a compliant and a non-compliant version of
   the algorithm are possible.
   3.6.3Decoding Scheme
   The decoding scheme described in Figure 3 .37 is very similar to the
   encoding scheme. The main difference is the inverse Fourier transform
   that has now to be computed each time new coefficients are received.
   Another difference is the rendering stage that was not required at the
   encoder side.
   Two versions of the decoder can be used depending of the type of
   encoding that has been performed. In the case of the compliant
   approach, the bitstream syntax is unchanged and the inter mask is not
   taken into account while decoding the bitstream but only for the
   update of the texture coefficients. For the non-compliant scheme, the
   number and the order of the coefficients depend on the inter mask that
   is then provided to the coefficients decoding procedure. This option
   is indicated with a dashed line on Figure 3 .37.
     1. 
       VD parameters computation
   The VD parameters should be exactly equal to the values computed at
   the encoder site. This implies that both the mesh and the viewing
   conditions be known by the decoder. The viewing conditions are
   determined at the decoder site and are then obviously known by the
   decoder. The mesh has to be transmitted from the encoder to the
   decoder before the session starts. A view-dependent encoding technique
   for the mesh data will be presented in the Chapter 5.
     2. 
       VD mask computation
   This procedure is identical to the encoder procedure.
     3. 
       Inter mask computation
   Knowing which coefficients have already been received (mask buffered
   image) and which coefficients are necessary for the current viewing
   conditions (VD mask image), the inter mask is computed according to
   the procedure described in §3.5.2.
     4. 
       Coefficients decoding
   The bitstream is decoded in order to obtain the coefficients. This
   decoding may take into account or not the inter mask (compliant or
   non-compliant approach). This point will be detailed in the next
   chapter.
     5. 
       Coefficients update
   The current buffer is updated according to the inter mask, using the
   already received coefficients. The newly received coefficients are
   added to the buffered coefficient image.
     6. 
       Inverse Transform
   The inverse transform using the updated coefficients image is computed
   to obtain the final texture.
     7. 
       Rendering
   The texture is mapped onto the 3D mesh and the rendering of the scene
   is done, taking into account the mesh and the viewing conditions.
   
   Figure 3.37: General decoding scheme using view-dependent texture
   scalability. The encoder is represented at the top of the figure and
   the decoder scheme is detailed below.
   3.7Conclusions
   --------------
   We have shown that the projection of a texture is equivalent to an
   anisotropic linear filtering of the texture image. Consequently it is
   possible to decrease the number of bits necessary to represent an
   image to be mapped on a mesh. We have given the shapes of the zonal
   filters that can be used and how they relate to the viewing conditions
   using the view-dependent parameters. We will explain in the following
   chapter how these parameters can be used in association with two
   typical transform-based coding schemes.
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