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   ===============
   “CHANGING THE RULES AS WE GO ALONG”
   ===================================
   Remarks on the dynamics of logical proof
   (DRAFT)
   In Godel’s paper “Über Vollständigkeit und Widerspruchsfreiheit” his
   first incompleteness theorem is stated in the following way: Let Z be
   a formal system produced by adding to Peano’s axioms a recursive
   definition schema and the inference rules of the first-order predicate
   calculus … Let S be a finitely axiomatized formal system whose sole
   inference rules are modus ponens and substitution. Then, if S contains
   Z, S is incomplete (Gödel 1986: 235). According to John von Neumann’s
   dictum, the influence of this at first sight purely technical result
   upon the intellectual climate in Europe can be matched only with the
   impact of Einstein’s relativity theory (Chaitin 1987: 26). The
   “general expectation for limitative results” (Hofstadter 1980: 19), as
   Douglas Hofstadter says, can be seen as one of their main consequences
   in general philosophy. But their influence is even stronger in
   philosophy of mathematics: their proof marks the end of Hilbert’s
   foundational program (in its original form), which poses the task for
   the final reconstruction of mathematics in the form of epistemically
   unshakable axiomatic system (Irivne 2001: 27; Hilbert 1978: 271). This
   can be clearly seen in a short note, written by Godel, which states
   that “it looks uncertain, that any one of the systems constructed so
   far is encompassing [umfassend ist], or that such encompassing system
   is possible at all” (Gödel 1986: 205).
   In lines with one of the interpretations, which Godel himself imposed
   on his theorems, “they may be taken to mean that the solution of
   certain arithmetical problems requires the use of assumptions
   essentially transcending arithmetic, i.e. the domain of the kind of
   elementary indisputable evidence that may be most fittingly compared
   with sense perception”; furthermore, this means that mathematics is
   characterised by the same open-endedness, which characterises the
   empirical sciences: “it seems likely that for deciding certain
   questions of abstract set theory and even for certain related
   questions of the theory of real numbers new axioms based on some
   hitherto unknown idea will be necessary”; finally, this implies that
   mathematics will be deprived of some of its epistemical dignity, it
   “may lose a good deal of its absolute certainty”, as Godel himself
   concluded (Godel 1983: 449). But if mathematics loses its certainty, a
   new account of mathematical inference will be needed, an account,
   which does not fail to account for its dynamical character, its
   “open-endedness”. This problem looks even more urgent, if we have in
   mind the fact the inherent dynamics of mathematical knowledge is not
   based only on some inefficacies of our theoretical tools, it looks
   like that it derives essentially of the mathematical ontology (if
   there is such thing, of course). As Godel remarked in his 1931 paper,
   “the true reason for the incompleteness of all formal systems of
   mathematics is that the forming of ever higher types can be continued
   in the transfinite, but in every formal system we have at most
   countable class of them. It can be shown, that the undecidable
   propositions, which were constructed here become decidable if we add
   appropriate higher types (for example, the type  to the system Р).
   The situation in set theory is analogous” (Gödel 1986: 181). One year
   later, Godel reiterated this point: “If we imagine that the system Z
   is successively enlarged by adding of variables for number classes,
   classes of number classes, etc., together with the corresponding
   comprehension axioms, we’ll get succession (extendible in the
   transfinite) of formal systems ... the consistency (-consistency) of
   any one of these systems is provable in the following … If we use
   type-free mathematical construction, similar to set theory, the
   cardinality axioms (i.e., the axioms postulating the existence of sets
   with ever higher cardinal number) take the place of the expansion of
   types, so that particular arithmetical propositions, which are
   undecidable in Z become decidable by the cardinality axioms” (Gödel
   1986: 237). It may be proved, as remarks Mycielski, that the “bigger”
   are the cardinal numbers which existence is provable in certain
   axiomatic set theory, the more complete it is, i.e., the more true
   propositions are deducible in it.
   Godel mentioned, that the set-theoretical implications of his
   arithmetical incompleteness theorem motivate the suggestion that “the
   axioms of set theory by no means form a system closed in itself, but,
   quite on the contrary, the very concept of set on which they are based
   suggests their extension by new axioms which assert the existence of
   still further iterations of the operation “set of” … ” (Godel 1983:
   476). The formulation of the so-called “strong axioms of infinity”
   shows clearly that “not only that the axiomatic system of set theory
   as used today is incomplete, but also that it can be supplemented
   without arbitrariness by new axioms which only unfold the content of
   the concept of set … these axioms also have consequences far outside
   the domain of very great transfinite numbers … each of them, under the
   assumption of its consistency, can be shown to increase the number of
   decidable propositions even in the field of Diophantine equations”
   (Godel 1983: 476-7). This dymanical character of set-theory is nicely
   expressed by the so-called “reflection principle”, which Wang
   formulates in the following way: “any time we try to capture the
   universe from what we positively possess (or can express), we fail the
   task and the characterisation is satisfied by certain large sets”(Wang
   1983: 554-5). This principle reminds of Cantor’s third generative
   principle, which is stated in one of his letters to Dedekind: it says,
   that we have to produce more cardinal numbers any time when the
   previously produced cardinal numbers may be enumerated by some
   existing set. This means that the notion of set may be provided only
   with some kind of genetic definition, which shows how to construct
   more sets from these which we already have, but cannot be stated once
   and for all in its full extent.
   The epistemical insecurity and the ontological instability of
   mathematics which were “implied” by Godel’s incompleteness theorems
   brought the so-called “foundational crisis”, the problem of dealing
   with the evident lack of firm grounds of classical mathematics, even
   after its critical reconstruction at the end of XIX’th century by
   Cauchy and Weierstrass. This problem received some outrageous
   solutions like Putnam’s proposal to dismiss the foundational-talk once
   and for all: “Philosophers and logicians have been so busy to provide
   mathematics with a foundation … that only rarely a few timid voices
   dared to rise the suggestion that it does not need one … I don’t think
   mathematics has a crisis in its foundations; indeed, I do not believe
   mathematics has or needs foundations … I cannot weep bitter tears
   about the lack of consistency proof for classical mathematics. Even if
   such a proof were possible, it would only be a development within
   mathematics and not a foundation for mathematics” (Putnam 1983: 295,
   303).
   But the impact of Goedel’s theorems essentially transcends the domain
   of philosophy of mathematics, it is exceptionally pervasive, because,
   as Hilbert noted, “the whole modern culture, as far as its end is the
   intellectual assimilation of nature, is grounded upon mathematics” (Sangalli
   1998: 77). Since the begining of Modernity, the mathematics have been
   conceived as the bedrock of our conceptual scheme of the world,
   Galileo even dared to say, that “the truth and knowledge which
   mathematical proofs bring us are the same which possesses God by his
   divine wisdom” (Lukyanetz 1980: 41). That’s why, Hilbert’s failure
   exhibits one unexpected general trait of epistemic progress: that “it
   endangers even the most stable principles, even those principles,
   which we consider as fundamental” (Poincare 1990: 203). In other
   words, what Godel’s theorems have ruined was not only one particular
   metamathematical program, but the quest for the transhistorical
   preconditions of thinking itself, which was an integral part of the
   gross “Project of Modernity” (Rorty 1998: 72). As Quine said in his
   epoch-making “Two dogmas of empiricism”, “no statement is immune to
   revision” (Quine 1971: 40-1, 43), so logical and mathematical
   knowledge cannot be placed outside the fluid region of temporarily
   accepted truths. Quine insists that when our theoretical enterprise
   encounters some recalcitrant experience, we always have a choice: to
   revise the set of propositions which are inconsistent with this
   experience, or to revise the logico-mathematical framework which
   implies this inconsistency (Quine 1971: 42). This conclusion gave rise
   to the so-called “holistic mathematics” movement, which states that
   “truths of logic [and mathematics] are just ordinary truths generated
   via our most global methodology, and in calling something a logical
   [or mathematical] truth we do not ascribe a metaphysical priority to
   it but rather mark it for special treatment” (Resnik 2003: 246).
   Generally put this implies that the “type of security which is
   appropriate for mathematics must be sought in the ongoing dialectical
   revision of the utilized concepts, not in the calmness of the
   completed system. That’s how we find, that, after all mathematics is
   not radically different of the other domains of knowledge … Traits as
   lack of finality and progress by dialectical unfolding of concepts are
   common to all philosophy” (Kneebone 1963: 376). In the light of this
   becomes intelligible the fact that “the dominant trend in the
   [contemporary] philosophy of mathematics … has been that of
   empiricism: an empiricism which denies that there is a difference in
   kind between the necessity of mathematics and that of the rest of our
   judgements …” (Detlefsen 2001: 107). So, may be not only in empirical
   science, but also in mathematics, we have no unquestionable axioms,
   but only what Popper called “basic statements”, which implies that our
   science in general is not a system of secure, well-established
   statements, not even a system which progresses monotonously to some
   final state. This is what Popper meant, when he said that “the game of
   science is without end” (Popper 1959: 53-4). This means that the
   axiomatic reconstrucion of some (deductive or empirical) theory in
   general does not provide its final codification, but is what makes its
   gradual change possible (Popper 1959: 55, 71) because, as Lakatos
   remarks, contrary to the “deductivist dogma”, the science develops not
   through successive deductions of theorems on the basis of
   pre-established axioms, but through constant improvement of hypotheses
   by critical speculation (Lakatos 1983: 14, 176). This poses an
   inevitable task before every theoretical reconstruction of our
   knowledge: “It is high time to go beyond the static pictures of
   scientific theories, which the philosophers of science considered for
   so long, and to build dynamical picture of the scientific problems and
   procedures in which terms the intellectual dynamics of conceptual
   change will become intelligible” (Toulmin 1979: 612). In the light of
   this task, which is intrinsically connected with the now prevailing
   philosophical considerations of scientific knowledge, we may say,
   using Curry’s term of “acceptable system” (acceptability is a
   quasi-truth concept (Curry 1983: 205-6), which applies not to single
   statements, but to whole systems of statements and is used in the
   account of the conditions upon which, one theoretical framework may be
   said to be adequate for solving some kind of scientific problems),
   that every acceptable deductive framework, which formalizes an
   interesting and nontrivial mathematical theory, must be essentially
   dynamic.
   I propose to start our search for dynamic formal framework for
   mathematics with Wittgenstein's “Remarks on the foundations of
   mathematics”. They provide appropriate starting point because they are
   considerably influenced by Godel’s theorem, which was already
   presented as one of the main motives for the search of dynamical
   conceptualization of mathematical knowledge. One of the important
   novelties in Wittgenstein’s remarks is his new understanding of the
   essence of mathematical proof. Contrary to the influent attempts of
   the members of Vienna circle to acount for logical inference as
   analytical process, which is utterly uninformative (Hintikka 1980:
   191-2), Wittgenstein, in his “middle” period, conceived the
   possibility to view every new proof as transformation of the whole
   system in which it is constructed, which gives new meaning to the
   already proved propositions, as far as it establishes new connections
   between them and expands their deductive uses (Wittgenstein 1956:
   52-3, 79). This means that we “change the rules as we go along”,
   because if the proof changes the essence of the propositions which
   take part in it, then it is changed also, because the transformation
   of its components inevitably transforms it, too. So, the
   proof-transformations of formal systems are not conservative, they are
   essentially dynamic and cannot be pictured by the standard accounts
   who see them as quite unimpressive and standard routes of unfolding
   the pre-determined consequences of a pre-determined set of formulas.
   In full agreement with this, Wittgenstein conceives the science of
   logic as some kind of quasi-empirical “ultra-physics”, which describes
   the logical structure of the empirical world (Wittgenstein 1956: 6).
   According to Wittgenstein, our acceptance of proved propositions is
   fact of the natural history of our thinking, not an exemplification of
   the transcendental structure of language (or understanding)
   (Wittgenstein 1956: 20). This means that the elucidation of the
   “grammatical” (or logical) structure of our arguments does not provide
   grounds for the reproduction of the “grammatical” (or logical)
   entities, such ground must not be even searched for (Wittgenstein
   1956: 171).
   Let’s find out what precise meaning may be given to the criptic remark
   that every “new proof” gives “new meaning” to the already proved
   propositions. I propose to start from the fact, that the famous
   “meaning = use” thesis of Wittgenstein is primarily concerned with
   mathematics, and only consequently it is concerned with other types of
   discourse (Diamond 1976: 19, 33). This thesis, combined with the fact
   that in a deductive framework we “use” propositions to prove new
   propositions, implies that the meaning of every proposition is
   contained in the bulk of proofs in which it occurs. That’s why, every
   new proof exhibits a new feature of both premisses and conclusion: it
   establishes previously unseen deductive connection between them.
   Exactly this is meant, when Wittgenstein proposed every proposition p
   to be identified with the set of propositions which can prove p
   (Wittgenstein 1956: 59). But this proposal is as dangerous as you can
   imagine, because in every system which obeys the law of identity and
   in which the deduction theorem is valid, we may prove that every
   proposition may be regarded as its own trivial proof: by the law of
   identity we have ├aa, and, by deduction theorem, we obtain a├a (by
   the way, in his Tractatus, prop. 6.1265, Wittgenstein has already
   remarked that every proposition is to be regarded as its own proof,
   but for quite different reasons). Practically this means, that if we
   identify the meaning of every proposition p with the set of
   propositions that prove p, we have a typical vicious circle in our
   explanation.
   If we definitionally identify every sentence with the class of all its
   proofs, as Wittgenstein proposed, then we are faced with a grave
   difficulty: because of the fact that we have shown that every sentence
   may be regarded as its own proof, we have that every sentence is
   identified with a set whose member this sentence in fact is. But this
   is strictly prohibited by Zermelo-Fraenkel’s set theory: we cannot
   have, according to this theory, any set which is its own element,
   because this will immediately give rise to paradoxes like Russell’s,
   which Zermelo took pains to destroy once and for all. This would have
   been serious obstacle for our approach, if there was no alternative to
   standard Zermelo-Fraenkel set theory, an alternative, which embraces
   strange objects like the non-wellfounded classes. Luckily, we have
   Aczel’s set theory, which removes the axiom of foundation from ZF, and
   places there its opposite: the anti-foundation axiom (AFA) (Barwise
   1996: 5-6). To state the exact wording of AFA, we will need some
   preliminary definitions. We will call a “set” every collection of
   objects whose hereditary membership relation can be pictured by a
   graph. If in a graph we have an edge xy from node x to node y, then y
   is said to be a “child” of x. A node with no arrow starting from it is
   said to be “childless”. A “tagged graph” is a graph in which each
   childless node x has been tagged by an object tag(x), which is either
   an atom or the empty set, i.e., a tagged graph is a graph G together
   with a function tag, mapping the childless nodes of G into AU{}. A
   “decoration” for a tagged graph is a function D defined on the nodes
   of the graph such that for each node x, if x has no children, then
   D(x)=tag(x), whereas if x has children, then D(x)={D(y)y is a child
   of x}. Each node x of G that has children is said to “picture” the set
   D(x). Now we can state Aczel’s AFA: it asserts that every tagged graph
   has unique decoration (Barwise 1989: 39-40). It is clear why this
   axiom is inconsistent with the axiom of foundation: since the relation
   “child of” may be circular, according to AFA, there should exist
   non-well founded sets.
   If we stick to Aczel’s proposal we will be able to model the mentioned
   above situation, but not to represent adequately the dynamics of
   proof: we will have again (codified by graph structure) static
   pricture of the concept of logical proof. That’s why, this won’t be
   enough, we’ll need something more. That’s why I propose to look at the
   so-called revision theory of truth, which captures important
   intuitions, extremely relevant in this context. As revision theory’s
   inventor Anil Gupta found, all known methods for elimination of
   paradoxes by banning self-referential constructions lead to
   undefinability theorems like Tarski’s classical theorem for the
   arithmetical undefinability of arithmetical truth (Gupta 1993: 49-50).
   In fact we may interpret all limitative results as clean display of
   the fact, that self-reference is unavoidable. In his 1934 article “On
   undecidable propositions of formal mathematical systems”, Godel stated
   that “the proposed by Whitehead and Russell solution of the paradoxes,
   according to which no proposition can say something about itself is
   too drastic. We saw, that we may construct propositions, which say
   something about themselves but they are arithmetical propositions
   which make use only of recursively defined functions and are therefore
   perfectly meaningful statements” (Godel 1986: 362). Or, as Kripke
   justly remarked “Godel put the issue of the legitimacy of
   self-referential sentences beyond doubt” (Kripke 2002: 71). This fact
   caused some authors, as Gerhard Vollmer, for example, to state that
   may be there are not only “vicious”, but “virtuous” circles also
   (Vollmer 1987: 167).
   This presents us with motivation to consider the following question:
   what is the minimal modification of classical logic, which makes
   self-referential constructions possible and does not drastically
   delimit the expressive abilities of the underlying logical language?
   Revision theory is an interesting answer to this question, the most
   important condition it is meant to satisfy is called “descriptive
   adequacy condition”. It may be stated as follows: we must strive for
   consistency, but at the same time we must remain true to our
   pre-theoretic intuitions concerning the truth in the framework of
   natural language which inevitably gives rise to paradoxical
   constructions (Orilia 1996: 2). Accordingly, the fundamental thesis
   the revision theory strives to prove, is as follows: “The
   philosophical moral usually derived from the paradoxes is that the
   domain of the meaningful is not as encompassing as it looks, that some
   at first sight meaningful concepts are in fact meaningless … The
   conclusion that we draw from the paradoxes is exactly the contrary:
   that the domain of the meaningful is in fact much more encompassing
   than it looks and that some at first sight meaningless conceptions are
   in fact perfectly meaningful” (Gupta 1993: 278).
   So, what is the intimate meaning of the paradoxes? According to Gupta,
   the main intuitable trait of the self-referential paradoxes is
   manifested by their semantic instability (Gupta 1993: 100). I’ll try
   to explain this concept by some examples. Let us look at the semantic
   structure of the Liar. If p is a proposition with T(р) we’ll
   formalize the statement “the proposition “р” is true”. As we know,
   Tarski’s T-convention, which is materially adequate definition for the
   concept of truth for every logical language provided with standard
   formalization, implies all equivalences like р  T(р). It is easy to
   explain the motivation behind this condition: the proposition “p is
   true” is true, when p itself is true. But, the statement we call the
   Liar (and assign to it the name “”), is definitionally equivalent to
   its own falsehood:  =df T(), and, by T-convention we have that T(р)
   =df T(). In other words, if we decide to take  as true, we, ipso
   facto, have to take it as false, too. Schematically, the semantic
   structure of the previous considerations may be presented in the
   following way:
   (*) T()   T()  T()   T()  …
   (**)  T()  T()   T()  T()  …
   This simple diagram motivates the conception of the semantic
   instability of the paradoxical statements. Let is now consider one
   complex example, which is constructed by Gupta himself: We are
   provided with a vicios, self-referential definition of the predicate
   G(x):
   (D) G(x) = df (F(x)&H(x)) V (F(x)&H(x)) V (F(x)&H(x)&G(x)) V (F(x)&H(x)&G(x))
   At first sight, such example looks artificial, but we can prove that
   such circular definitions have real applications. Kuehnberger, for
   example, shows in his dissertation, that the definition:
   (N) N(x) =df (x=0) V (y)(N(y) & x=y’) & (z)(N(z) & z’ = 0)
   singles out the set of natural numbers (Kühnberger 2002: 156); so,
   after all, the investigation of such definitions is worth enough. Let
   us imagine that we have a particular model of the previously defined
   predicate formula G(x), for example, the model М = , which has
   the following properties: 1. The individual domain of M contains four
   objects: D = {a, b, c, d}; 2. We have the predicate constants
   interpreted in the following way: I(F) = {a, b}, I(H) = {a, c}; 3.
   And, of course, І(а)=а, I(b)=b, I(c)=c, I(d)=d. Evidently, we may fix
   the interpretation of G, if we have interpreted all expressions which
   take part in its formulation. The real problem is that G takes part in
   its own definition, and in order to interpret G we must already have
   an interpretation of G. This means, that the definition of G does not
   obey the so-called “Pascal’s condition” which every “normal”
   definition has to obey: it does not make it possible to eliminate the
   definiendum in every possible context by its substitution with the
   definiens. But, at least, we may consider different hypotheses about
   the extension of I(G): let us fix, for example, that I(G) = . Now we
   can use the definition of G and to reestablish the extension of its
   interpretation. If, for example, we consider the case I(х) = а, we’ll
   have:
   (D1) G(a) = df (F(a)&H(a)) V (F(a)&H(a)) V (F(a)&H(a)&G(a)) V (F(a)&H(a)&G(a)),
   или
   (D2) G(a) = df (t&t) V (t&f) V (t& f & f) V ( f & t & t)
   Consequently, аI(G). But, if we consider the case I(x) = d, we’ ll
   have
   (D3) G(a) = df (f&f) V (f&t) V (f& t & f) V ( t & f & t)
   Consequently, dI(G). In such lines we may show that: 1. If we suppose
   that the extension of G(x) is empty, we have that its extension must
   be the set {a, c}; 2. If, on the contrary, we suppose that the
   extension of G(x) coincides with the extension of the domain of the
   interpretation, we have that its extension must be the set {a, b},
   etc. Such consideration may be carried out in the context of every
   hypothesis concerning the extension of G. In this way, the definition
   of G(x) essentially defines a function D, M, which, given some
   definition of G(x) and particular interpretation M, takes as argument
   the hypothetical extension of G(x) and produces the value D, M(Х) –
   the set of objects which, according to the definition and the
   assumption, have the property G (Gupta 1993: 119-120). If we explore
   this function, as defined in the previous example, we can see that сХ
   iff сD, M(Х). This means that no set X is a fixed point of this
   function and the process of revision which is established by this
   function never stabilizes at some hypothesis. As we will see, this is
   characteristic for all pathological self-referential constructions.
   But, not all self-referential constructions are in fact pathological.
   In order to see this, let us consider the statement S, defined in the
   following way:
   (S) S is true, or S is not true.
   In accordance with the traditional approach, this sentence will be
   proclaimed meaningless, because it refers to itself. But, this will
   not happen if we stick to Gupta’s approach. Evidently, the rule of
   revision for S has the form: (S) = S, () = S. So, this sentence is
   evaluated as logically true for every initial hypothesis (Cook 2002:
   17). Consequently, this sentence is not vicious, it is simply true.
   The kernel of Gupta’s approach consists in the following: we have to
   interpret the function D, M, defined by the circular definition (D)
   as rule of revision. Every application of this rule to the
   hypothetical extension of the circularly defined predicate produces
   the set D, M(Х), which is better (or, at least, not worse) candidate
   for the role of the real extension of the mentioned predicate. Every
   definition which is not viciously circular gives rise to revision
   sequence which stabilizes after some fiite number of steps (Gupta
   1993: 120-1). It is evident, that the shift in the thinking of the
   meaning of the word “true” is immediate consequence of the
   introduction of circularly defined entities in the field of formal
   languages. If we have no circles, the procedure for the detection of
   the extension of the definiendum G(x) is plain and simple: the
   definiens A(P, Q, … , x, y, …), containing the individual variables x,
   y, … and the predicate constants P(x), Q(y), … determines a procedure
   for the application of the predicate G(x) to every object x: we will
   say, that the object “x” has the property “G” iff x satisfies the
   formula A(P, Q, … , x, y, …). But if the definiendum is circularly
   defined, we have much more complex picture: “In order to capture the
   meaning, which a circular definition induces to its definiendum we
   must think about the meaning in a new way. Given some circular
   definition, we can not determine the extension of the definiendum, but
   we are provided with a rule, applying which we can calculate what must
   be the extension of the definiendum, once we made an assumption about
   the extension of the definiens ...” (Gupta 1993: 118-9).
   According to Gupta, every definition of the concept of truth,
   approximating the semantic capabilities of everyday languages, is
   unavoidably circular, as show paradoxical statements like the Liar.
   Because of this, this concept must be characterised not by application
   procedure, but by revision procedure: “I propose … to view the concept
   of truth as characterised by revision procedure. I suppose, that,
   unlike concepts like “red”, for example, it does not have a
   corresponding application procedure … When we learn the meaning of
   true, what we learn is in fact a procedure, which makes us capable to
   better every proposed candidate for the extension of this notion”
   (Visser 1989: 679). After we have acquired the dichotomy application
   procedure – revision procedure, we may introduce the full
   terminological apparatus of the revision theory of truth.
   Let us be given some set of predicate formulas F and some set of
   definitions (circular of not) D in which take part the elements of F.
   Let M be some particular model of F, and X – some preliminary
   supposition about the extension of the defined by D predicates. The
   couple  we’ll term “situation”. Let’s suppose that G(x) has a
   definition in D, and X assigns to it the extension I(G). We’ll call
   the closed formula A, containing G(x) and some members of F “true”
   (“not true”) in the situation  (╠A) iff A is interpreted
   as true in model M, if we suppose that the extension of G(x) is I(G).
   If we now return to the previously considered example, we can see that
   the statement that aI(G) is true in , but is not true for    M()> for every n>0. In the same time, (аI(H)) & (cI(G)) is true in
    if n is even and not true if n is odd. Sentences of
   this type, whose truth value oscilates in the revision sequence for
   every initial hypothesis, we will call “paradoxical”. There exist
   statements, aI(G), for example, which can be evaluated as false at
   some stage of the revision process, but finally always become true.
   Such type of sentences we type “valid”. The strict definition is as
   follows: The sentence A is valid in M according to M iff there exists
   a natural number p, such that for every qp and every set ХD А is
   true in the situation . Sentences, whose negation is
   valid, we call “invalid”; sentences, for which we have that they are
   valid or their negation is valid, we call “categorical”. Lastly, the
   sentences, which are not categorical we call “pathological” (Gupta
   1993: 122-3). It is evident, that the class of sentences we termed
   paradoxical is contained in the class of pathological statements.
   Once we have a precise definition of the semantic concept of validity,
   we may try to construct axiomatic deductive system, adequate for this
   semantic. Let us first note, that from the definition of the rule of
   revision we obtain that if the definiens A(x, G) is satisfied by the
   object “х” after n applications of the revision function, then the
   definiendum G(x) will be satisfied after (n+1) applications of the
   mentioned function and vice versa. Then if we accept the convention to
   assign an upper left index n to every statement, which reveals the
   fact, that we evaluate it in the situation which obtains after n
   revisions, we may introduce the following rules of inference:
   (DfI) A(t, G)i / [G(t)]i+1, or “rule for definiendum-introduction”
   (DfE) [G(t)i] / A(t, G)i-1, or “rule for definiendum-elimination”
   If we consider formulas with one and the same upper index, the
   behaviour of logical connectives and rules of inference will be
   classical: the logic of every phase of the revision process is
   classical, the only non-classical step is the transition from one
   phase to the immediately following one.
   The only non-classical step is the transition from one phase of the
   process to the immediately following one. Finally, let us consider the
   following rule of inference:
   (IS) F(x)p / F(x)q for any p, q iff F(x) does not contain occurences
   of G(x).
   This rule is motivated by the following consideration: the
   truth-values of these parts of the system, which do not contain
   occurrences of the definiendum must remain unaffected in the revision
   process, because this process is conservative, it has no impact on
   these parts of the language which are free of vicious definitions. The
   logic of revision, which Gupta calls С0 is obtained from the classical
   predicate calculus by the addition of the following rules of
   inference: DfI, DfE and IS. Gupta shows that С0 is complete with
   respect to the previously explained semantics and that in it the
   circular definitions are not creative (i.e., the addition of circular
   definitions to the system is conservative) (Gupta 1993: 126-7). The
   system С0 may be considered as general theory of definition, resting
   on the assumption that the exorcist strategy deprives our language
   from its most precious characteristic: its expressiveness (Gupta 1993:
   116-7).
   Exactly what will happen, if in the formal reconstruction of the
   concept of truth we change the underlying logic with С0? As we may
   expect, then we will be able to use different types of
   self-referential constructions, without the constant fear of
   contradiction: Tarski’s T-convention is expanded significantly, in our
   new logic, it implies all equivalences Tr(sn) = df sn, for all
   sentences sn, even for those which contain occurrences of Tr(x). When
   we semantically evaluate such sentences, we must at the start provide
   hypothesis about the extension of the truth-predicate. In accordance
   with this hypothesis, we obtain rule of revision М which depends on
   the T-convention and we will call it “Tarski’s jump”. It was found
   that if some general conditions obtain (these conditions are generally
   known as “Tomasson’s conditions” and, roughly put, describe the
   languages in which vicious self-reference is absent) the revision
   sequences produced by Tarski’s jump become settled in some finite
   stage. Such stage, characterised by the condition Х = D, M(X), is
   known as fixed point. It may be proved, that this fixed point is not
   determined by the previous choice of starting hypothesis. Such
   revision processes, obeying Tomasson’s conditions, are called
   “convergent” (Gupta 1993: 133-5). The convergence of the
   non-pathological revision processes in С0 is the sole ground for
   claiming that this system captures an aspect of the meaning of the
   notion “logical truth”. The characteristic trait of logical truths is
   that they are “necessary” (whatever “necessary” means). Gupta’s theory
   captures the meaning of necessity by its notion of convergent process:
   logical truths are those truths, which can be obtained by a convergent
   process of revision. This idea agrees with the analysis of necessity
   provided by Alvin Plantinga, who insists that the concept of logical
   necessity is to be distinguished from the concept of “unrevisability”
   or “ungiveupability”. Putnam remarks too, that “To say that some
   statement is mathematically true is the same as to say that this
   statement is mathematically necessary. But I cannot agree that the
   necessity is the same thing as unrevisability. No one can say that
   “mathematically necessary” and “immune to revision” are synonyms”
   (Putnam 1975: 7).
   If we now return to our previous topic: the schematized by
   Wittgenstein dynamic of logical proof, we can see that revision theory
   is not a bad starting point for its formalization. The inherent
   dynamics of proof was caused by the fact, that proof and proposition
   are circularly intertwined entities, because both of them can be
   defined only with respect to the other. This is serious difficulty for
   the standard approach, but not for revision theory, because it is
   precisely the circular definitions that it tries to handle. Moreover,
   it presents us with essentially dynamic picture of logical truth and
   mathematical necessity, which is not provided by the standard approach
   to necessity as truth in all possible worlds (or all possible models).
   I suppose that if we consider the possibility to introduce as axiom
   schemata circular definitions of propositions by means of the proofs
   in which they occur, we may well enough capture Wittgenstein’s view we
   presented above. The investigation of revision sequences produced by
   such definitions will bring new insights into our understanding of the
   notion of logical proof and, may be, will show us some new ways for
   crossing the barrier of the limitative results.
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